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Review Paper
The Impact of AI-based Nursing Documentation on 
Time Management and Patient Safety: A Systematic 
Review

Background: The administrative burden of nursing documentation is a primary contributor 
to clinician burnout. Artificial intelligence (AI), particularly emerging generative and ambient 
technologies, offers a potential solution, yet the evidence regarding its dual impact on efficiency and 
safety remains fragmented. This systematic review aimed to synthesize the evidence on the effects of 
AI-driven interventions in nursing documentation on time management and patient safety outcomes.

Methods: A systematic review was conducted following PRISMA 2020 guidelines and was 
registered with PROSPERO (CRD420251089257). A comprehensive search was performed in 
PubMed, Scopus, Web of Science, and Embase with no date or language restrictions. Primary 
research studies evaluating any AI intervention in nursing documentation for its effect on time 
or safety were included. Due to significant heterogeneity, a narrative synthesis was performed. 

Results: From an initial 2,052 records, 18 studies met the inclusion criteria. The included studies were 
methodologically diverse, comprising randomized trials, quasi-experimental, and qualitative designs, 
with most assessed at a moderate risk of bias. The findings indicated that generative and ambient AI 
tools can significantly reduce documentation time and improve efficiency. The impact on patient safety 
varied.  Some AI tools directly prevented adverse events (e.g. medication errors) or identified safety 
risks more effectively, while others improved safety indirectly by enhancing documentation quality. 
Critically, several studies highlighted the emergence of new risks, such as AI-generated inaccuracies 
(“hallucinations”) and a lack of clinical nuance, underscoring the necessity of human oversight. 

Conclusion: AI-driven documentation systems significantly enhance clinical efficiency by 
reducing documentation time and cognitive workload, thereby improving workflow and 
allowing greater focus on patient care. However, their reliability for autonomous use remains 
limited, underscoring the need for human oversight to maintain clinical accuracy and safety. 
Persistent challenges, including data heterogeneity, interoperability gaps, and ethical concerns, 
must be addressed through standardized frameworks, advanced natural language processing 
(NLP) development, and transparent validation. Future large-scale, multi-center studies should 
evaluate the sustained effects of AI-assisted documentation on efficiency, clinician well-being, 
and patient outcomes to enable safe, trustworthy, and equitable integration into clinical practice.

Keywords: Artificial intelligence (AI), Nursing documentation, Documentation burden, Patient 
safety, Systematic review
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Introduction

he documentation of uniform nursing 
practices is characterized by prompt, 
accurate, and consistent documenta-
tion of evaluation, diagnosis, treatment 
strategies, interventions, and outcomes 
throughout the nursing process. Empiri-
cal evidence suggests that, in addition to 

continuity of care, there is a direct correlation between 
the caliber of such documentation and the overall qual-
ity and safety of care [1]. From a quality and safety 
point of view, the introduction of organized electronic 
frameworks increases the accuracy of the content and 
usability of the data, which is correlated with a reduc-
tion in document inaccuracies and a positive progress 
in patient safety indicators [2, 3]. The nursing dossier 
serves as a fundamental framework for patient-orient-
ed, safe, and effective care, and dedicating resources 
to standardization, improving quality, and further uti-
lizing its data significantly enhances both clinical and 
administrative outcomes [4].

Despite its foundational role, clinical documentation 
in practice has become a “hidden burden” for nurses. 
With the implementation of electronic health records 
(EHRs), the volume and complexity of documentation 
tasks have significantly increased, consuming a sub-
stantial portion of a nurse’s shift. Time allocation stud-
ies reveal that nurses spend between 25% and 35.3% 
of their work time on documentation [5, 6], time that 
could otherwise be dedicated to direct patient care, edu-
cation, and support. In the health informatics literature, 
this phenomenon has been framed as the “documenta-
tion burden.” This added load is also linked to adverse 
psychological and professional outcomes. Research 
has demonstrated a correlation between high documen-
tation volume and inefficient or unusable EHRs with 
factors, such as emotional exhaustion and depersonali-
zation, which contribute to burnout [7, 8]. Furthermore, 
documentation processes are inherently susceptible to 
human errors from incomplete or incorrect medication 
records to omissions and delays in documenting vital 
signs that can lead to flawed clinical decision-making 
and adverse events [3].

In response to the dual challenges of the “documenta-
tion time burden” and associated “safety risks,” artifi-
cial intelligence (AI) has emerged as a transformative 
solution. Three key branches, automatic speech recog-
nition (ASR), natural language processing (NLP), and 
machine learning (ML), can optimize the documenta-
tion loop from “clinical dialogue” to “structured note,” 

restoring time for direct patient interaction through 
intelligent automation. In the NLP domain, systemat-
ic and integrative reviews have shown that extracting 
critical components from unstructured nursing notes is 
reliable for decision support, trend identification, and 
predicting high-risk events, like patient falls [9, 10]. 
Moreover, combining emergency department nursing 
texts with structured data in ML models has facilitated 
the early detection of critical conditions, such as sep-
sis, and enhanced the efficacy of early warning systems 
[11]. At the same time, field experiences with ASR serve 
as a reminder that automated documentation without 
review may be prone to transcriptional and conceptual 
errors. Therefore, a “human-in-the-loop” approach and 
quality assurance procedures are vital for ensuring the 
safety and accuracy of records [12, 13]. Collectively, 
this body of evidence suggests that the targeted appli-
cation of AI can significantly enhance documentation 
efficiency while also contributing to patient safety by 
reducing burnout and improving data quality, provided 
it is designed responsibly and its clinical outcomes are 
continuously evaluated [14-18]. 

In recent years, a growing number of studies have in-
vestigated the application of these technologies in clini-
cal settings. Despite promising results, the existing evi-
dence in this field is highly scattered, heterogeneous, 
and in the early stages of maturity. Many of these stud-
ies are small-scale, single-center, and employ quasi-
experimental designs, which carry a high potential for 
bias and limit the generalizability of their findings. 
There is also considerable heterogeneity in the types of 
technology used, patient populations, clinical settings, 
and outcome measures evaluated. This diversity makes 
it difficult to synthesize the evidence and draw defini-
tive conclusions about the overall effectiveness of these 
interventions.

Consequently, this systematic review aimed to ad-
dress this evidence gap and the heterogeneity of ex-
isting results by synthesizing the effect of AI-driven 
interventions in nursing documentation on two key out-
comes: time management and patient safety. This study 
will provide practical, evidence-based recommenda-
tions for administrators, policymakers, clinical nurses, 
and technology developers, an action that is of strategic 
importance given the increasing investments by health-
care systems in digital health and artificial intelligence.

T

Afkhami Teimouri Gh, et al. AI-based Nursing Documentation and Patient Safety. JRH. 2025; 15(Special Issue: Artificial Intelligence):641-660.



643

2025. Volume 15. Special Issue: Artificial Intelligence

Methods

Protocol and registration

This systematic review was conducted and reported 
in accordance with the preferred reporting items for 
systematic reviews and meta-analyses (PRISMA) 2020 
guidelines (Appendix 1) [19]. 

Eligibility criteria

Studies were included based on the population, inter-
vention, comparison, outcomes, and study design (PI-
COS) framework:

Population (P): Practicing nurses in any clinical set-
ting. Intervention (I): Use of any AI-based tool (e.g. 
NLP, ML, and ASR) to support or automate nursing 
documentation. Comparison (C): Standard documen-
tation workflows or pre-intervention conditions. Out-
comes (O): Measures related to time management (e.g. 
documentation time, workload) and/or patient safety 
(e.g. documentation errors, quality metrics). Study De-
signs (S): Primary research studies, including random-
ized controlled trials (RCTs), non-randomized inter-
ventional studies, cohort studies, case-control studies, 
and cross-sectional studies.

Publications were excluded if they were reviews, 
editorials, conference abstracts, case reports, or non-
empirical papers. Studies describing only the technical 

independently assessed by two reviewers using the appropriate Joanna Briggs Institute (JBI) 

Critical Appraisal Checklist for the study's design [20]. 

2.6. Data Synthesis  

A quantitative meta-analysis was 

precluded by the significant heterogeneity 

observed across AI interventions, clinical 

settings, and outcome measures. 

Consequently, a narrative synthesis was 

employed to systematically integrate and 

interpret the findings from the included 

studies. 

3. Results 

3.1. Study Selection 

The initial database search yielded 2,052 

records. After 826 duplicates were 

removed, the titles and abstracts of the 

remaining 1,226 records were screened. 

From this cohort, 1,003 records were 

excluded for not meeting the inclusion 

criteria. The full texts of the remaining 223 

reports were searched for retrieval, of 

which 14 reports could not be found. Subsequently, the full texts of 209 reports were assessed for 

eligibility, and from this, 191 reports were excluded for reasons detailed in the PRISMA flow 

diagram (Figure 1). Ultimately, 18 studies met the eligibility criteria and were included in this 

narrative synthesis [16, 21-35]. 

3.2. Characteristics of Included Studies 

The 18 included studies, published between 2009 and 2025, represented a methodologically and 

geographically diverse body of evidence, as detailed in Table 1. The studies were conducted across 

Figure 1. Flow diagram for selection of studies. Figure 1. Flow diagram for selection of studies
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development of an AI tool without clinical evaluation 
were also excluded.

Information sources and search strategy

A systematic search was conducted in PubMed, 
Scopus, Web of Science, and Embase, with no date or 
language restrictions applied. To ensure comprehensive 
coverage, the search was supplemented by screening 
results from Google Scholar and by forward/backward 
citation tracking using Research Rabbit. 

Study selection and data management

After removing duplicates using EndNote software, 
version 21, two authors independently screened all 
titles and abstracts on the Rayyan platform. The full 
texts of potentially eligible articles were subsequently 
reviewed for final inclusion. Disagreements at either 
stage were resolved through consensus discussion or, 
when necessary, adjudication by a third reviewer.

Data extraction and risk of bias assessment

Two reviewers independently extracted key data from 
included studies using a standardized form. Extracted 
fields included study characteristics, population, in-
tervention details, and quantitative or qualitative out-
comes relevant to the research questions. The risk of 
bias for each study was independently assessed by two 
reviewers using the appropriate Joanna Briggs institute 
(JBI) critical appraisal checklist for the study’s design 
[20].

Data synthesis 

A quantitative meta-analysis was precluded by the 
significant heterogeneity observed across AI interven-
tions, clinical settings, and outcome measures. Con-
sequently, a narrative synthesis was employed to sys-
tematically integrate and interpret the findings from the 
included studies.

Results

Study selection

The initial database search yielded 2,052 records. Af-
ter 826 duplicates were removed, the titles and abstracts 
of the remaining 1,226 records were screened. From 
this cohort, 1,003 records were excluded for not meet-
ing the inclusion criteria. The full texts of the remain-
ing 223 reports were searched for retrieval, of which 14 
reports could not be found. Subsequently, the full texts 

of 209 reports were assessed for eligibility, and from 
this, 191 reports were excluded for reasons detailed in 
the PRISMA flow diagram (Figure 1). Ultimately, 18 
studies met the eligibility criteria and were included in 
this narrative synthesis [16, 21-35].

Characteristics of included studies

The 18 included studies, published between 2009 and 
2025, represented a methodologically and geographi-
cally diverse body of evidence, as detailed in Table 1. 
The studies were conducted across several countries, 
including the United States, South Korea, the United 
Kingdom, Germany, China, and Taiwan. Research de-
signs were diverse, reflecting the nascent state of the 
field, and included quasi-experimental studies, practi-
cal trials, observational studies, qualitative studies, and 
proof-of-concept.

As shown in Table 1, study populations were hetero-
geneous, ranging from small, focused groups of nurses 
(e.g. n=11 in King, 2023 [23]) to large-scale analyses 
involving tens of thousands of patient records [22, 29]. 
The AI interventions examined were also diverse, span-
ning a spectrum from established decision support sys-
tems to cutting-edge generative AI, with the specific 
tool type for each study detailed in Table 2.

Risk of bias in the included studies

The methodological quality of the included studies 
was assessed to determine the risk of bias. Of the 18 
studies included in this systematic review, 16 were crit-
ically appraised using the appropriate JBI critical ap-
praisal checklist [20] corresponding to their respective 
study designs. For the remaining two studies, a suitable 
JBI checklist could not be identified; Consequently, 
their findings were reviewed with greater sensitivity 
and caution regarding their methodological limitations.

A summary of the risk of bias assessment for these 
studies, categorized by design, is presented in Figure 
2 for cross-sectional, Figure 3 for quasi-experimental, 
and Figure 4 for qualitative studies.

A clear divergence in methodological rigor was ob-
served across the different study designs. The two 
analytical cross-sectional studies [27, 28] were both as-
sessed as having a low risk of bias across all applicable 
domains, indicating a high degree of methodological 
quality.
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Table 1. Summary of the included studies on AI-based nursing documentation

Authors (y) Study Type Location Intervention 
Setting Participants Population Outcome 

Measures Key Finding(s)

Ju et al. (2025) 
[21]

Quasi-
Experimental 

(Pre-Post)

South 
Korea

Online 
environment 
(virtual nurs-
ing simula-
tion) with 

hypothetical 
EMR

40 nurses

Nurses with at 
least 6 months 
of clinical expe-

rience

Time to com-
plete docu-
mentation; 

Documenta-
tion accuracy 
and compre-
hensiveness

Generative 
AI reduced 

documentation 
time by 61%, but 
requires human 

validation for 
accuracy.

Levin et al. 
(2021) [22]

Quasi-
Experimental 
(Controlled 

ITS)

USA

600-bed aca-
demic hospital 

(4 inpatient 
units) in Balti-

more

12,470 
patients

Adult inpatients 
in internal med-
icine, surgical, 
and telemetry 

units

LoS; Prediction 
performance 

(AUC)

LoS prediction 
tool reduced 

hospital stay by 
over 12 hours.

King et al. 
(2023) [23]

Qualitative 
(Interview) USA

Academic 
medical 
center, 

perioperative 
unit (St. Louis, 

Missouri)

11 nurses

(PACU & ACCS 
Wards) involved 
in patient trans-

fer process

Situational 
awareness 
and facilita-

tion of patient 
transfer; Bar-
riers to AI use 
(qualitative)

AI has the poten-
tial to increase 

situational 
awareness in 
handoffs, but 

risks information 
overload.

Chen et al. 
(2024) [24]

Observational 
(Pre-Post) Taiwan

Chi Mei Medi-
cal Center 

(ICU and gen-
eral wards)

Unknown

Nurses involved 
in documenta-
tion in ICU and 
general wards

Documenta-
tion time; 

Documenta-
tion quality 

and accuracy

Generative 
AI reduced 

documentation 
time by 67% 

and structured 
records.

Dos Santos et 
al. (2024) [25]

Methodologi-
cal/Proof of 

Concept
USA

Non-clinical 
(simulated 
clinical en-
vironment 

with oncology 
scenario)

3 nursing 
specialists

Evaluation of 
ChatGPT’s abil-
ity to generate 

an oncology 
care plan

Care plan qual-
ity; Accuracy 
of standard 
terminology 

(SNT)

AI generated 
care plans with 

69% SNT ac-
curacy and 

proposed new 
interventions.

Ozonoff et al. 
(2022) [26]

Observational 
System Devel-
opment (Pre/

Post)

USA

Boston 
Children’s 

Hospital (pedi-
atric specialty 

hospital)

60,375 
clinical 

notes (3150 
patients)

Inpatient 
nurses’ shift 

notes (focus on 
PIVIE events)

Identifica-
tion of safety 
events; model 
classification 
accuracy and 

sensitivity

NLP was able to 
identify 35% of 
missed safety 

events.

Poon et al. 
(2025) [27]

Cross-Section-
al Survey USA

National 
survey of 

senior leaders 
in 43 non-

profit health 
systems

43 health 
systems

Senior execu-
tives (CMIOs, 

CIOs) reporting 
on AI adoption 

status

AI adoption 
status and suc-
cess rate; Main 
barriers to AI 

adoption

Ambient Notes 
is the only tool 

with 100% 
adoption, but AI 

immaturity (77%) 
is the biggest 

barrier.

Duggan et al. 
(2025) [16]

Quality 
Improvement 

(Pre-Post)
USA

Academic 
health system 
(17 specialties 
in outpatient 

setting) in 
Philadelphia

46 clinicians 
(physicians, 

NP, PA)

Outpatient clini-
cians from 17 

specialties

Time spent 
on notes 

and closing 
encounters; 
After-hours 

work time and 
cognitive load

Ambient AI 
reduced after-

hours work time 
by 30% but re-

quires significant 
editing.

Danello et al. 
(2009) [36]

Retrospective 
Observational 
(Case Study)

USA

St. Joseph’s/
Candler 

Health System 
(5-year case 

study)

Unknown 
(987 nurses)

Nurses and 
other caregivers 
using smart IV 

pumps

ADEs, ROI
CDS system di-

rectly prevented 
471 ADEs.

von Wedel et 
al. (2022) [28]

National 
Multiple 

Regression 
Analysis

Germany

National 
analysis of 

383 German 
hospitals (us-
ing QSR data)

383 hospitals 
(nursing and 
medical staff)

Perceived value 
of HIT and EHR 
by clinical users

Clinical out-
comes (O/E 

Ratio); Patient 
satisfaction 

and perceived 
value by user

HIT adoption 
alone has no 
effect; user 

perceived value 
is the main factor 

for improving 
clinical outcomes 

and patient 
satisfaction.

Afkhami Teimouri Gh, et al. AI-based Nursing Documentation and Patient Safety. JRH. 2025; 15(Special Issue: Artificial Intelligence):641-660.
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Authors (y) Study Type Location Intervention 
Setting Participants Population Outcome 

Measures Key Finding(s)

Cho et al. 
(2021) [29]

Quasi-Experi-
mental (CITS)

South 
Korea

Academic 
hospital (12 

internal-surgi-
cal units)

42,476 ad-
missions (204 

nurses)

Adult inpatients 
in internal-sur-
gical units (fall 

prevention)

Patient fall 
rate; Injurious 
fall rate and 

LoS

ML tool led to 
an immediate 

29.7% reduction 
in fall rate.

Baxter et al. 
(2024) [30]

Retrospective 
Qualitative 

(Perspective)
USA

Academic 
health system 
(UCSD Health, 

California)

50 negative 
patient mes-

sages

LLM response 
to negative 
patient EHR 
messages

Communica-
tion appro-
priateness; 
Response 

length and risk 
of escalating 
communica-
tion (qualita-

tive)

LLMs lack 
empathy and risk 
escalating com-
munication, and 
human oversight 

is crucial.

Cho et al. 
(2023 A) [33]

Pragmatic 
Clinical Trial 
(Pre-Post)

South 
Korea

Tertiary aca-
demic hospital 

(6 nursing 
units)

40,839 
patients 

Inpatients (over 
18), focusing on 
reducing injuri-

ous falls

Injurious fall 
rate; Fall rate 

and age-
subgroup 
outcomes

CDS led to a 
significant 33.8% 
reduction in inju-

rious fall rate.

Balloch et al. 
(2024) [32]

Simulation 
Study (Cross-

over)
UK

Simulated 
clinic (Great 

Ormond 
Street 

Children’s 
Hospital)

8 experi-
enced clini-

cians

Outpatient 
patient consul-

tation (to assess 
documentation 

quality)

Documenta-
tion quality 
(SAIL Score); 
Consultation 
length and 

perceived task 
load

Ambient AI more 
than doubled 

documentation 
quality and re-

duced consulta-
tion time by 

26.3%.

Cho et al. 
(2023 B) [31]

Multi-center 
Longitudinal 

Observational

South 
Korea

4 multi-center 
hospitals 

(with different 
EHRs)

103,723 
patients 

Implementation 
of an AI tool for 
fall prevention 
and semantic 

interoperability

Patient fall rate 
(longitudinal); 
Nursing activi-
ties and model 
performance

Semantic 
interoperability 
with SNTs was 
successful, but 
no significant 
longitudinal 
reduction in 
fall rate was 
observed.

Johnson et al. 
(2024) [37]

Methodologi-
cal / Proof of 

Concept
USA

Non-clinical 
(simulated 
clinical en-
vironment 
- perinatal 

focus)

7 Nursing 
researchers

Evaluation of 
ChatGPT’s abil-
ity to generate 
a perinatal care 

plan

Adequacy of 
care plan; SNT 
accuracy and 

care prioritiza-
tion

Generative AI 
proved to reduce 

the cognitive 
load of care plan 
generation and 
produced plans 
with 66.7% ac-

curate SNT.

Yang et al. 
(2024) [35]

Prospective 
Observational China

Tertiary 
hospital 

(outpatient) in 
Shanghai

306 patients 

Comparison of 
AI triage system 

accuracy and 
time with triage 

nurses

Triage accura-
cy; Triage time 

and Recall

The AI system 
reduced triage 
time by 4.22 

seconds but was 
less accurate 
than nurses.

Johnson et al. 
(2024) [34]

Mixed-
Methods Case 

Study
UK

Teaching 
hospital (con-
trol site) and 
hospital with 
a command 
center (CC 

Site)

36 Staff 
(interview & 
observation)

Hospital opera-
tional manage-
ment, patient 

flow, and safety 
at a system-
wide level

Patient flow 
and patient 
safety; Data 
quality and 

staff perspec-
tives (qualita-

tive)

Small quantita-
tive impact was 

proven; however, 
CC qualitatively 

facilitated opera-
tional manage-
ment during a 

crisis.

Abbreviations: AI: Artificial intelligence; AUC: Area under the curve; AUROC: Area under the receiver operating characteristic; 
CDS: Clinical decision support; CITS: Controlled interrupted time series; CC: Command center; CMIO: Chief medical 
information officer; CIO: Chief information officer; EHR: Electronic health record; EMR: Electronic medical record; HIT: Health 
information technology; ICU: Intensive care unit; ITS: Interrupted time series; LLM: Large language model; LoS: Length of stay; 
ML: Machine learning; NP: Nurse practitioner; PA: Physician assistant; PACU: Post-anesthesia care unit; PIVIE: Peripheral 
intravenous infiltration or extravasation; ROI: Return on investment; SNT: Standardized nursing terminology; USA: United 
States of America; UK: United Kingdom.
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Table 2. Types and functional features of AI-driven interventions evaluated in the included studies

Authors (y) AI Tool Type Tool Function (Sup-
port/Automation)

Compara-
tor (Control 

Group)

Clinical Do-
main

Implementa-
tion

Reported OR, 
RR, P, CI, AUC

Ju et al. (2025) 
[21]

Generative AI 
(LLM-ChatG-

PT-3.5)

Automation (gen-
eration of coded 

nursing diagnoses, 
outcomes, and 
interventions)

Standard EHR 
documentation 

(Manual text 
entry)

Nursing care 
plan documen-

tation

Cross-sectional 
intervention (1-
day simulation)

P<0.001

Levin et al. 
(2021) [22] ML

Support (predicting 
patient discharge 

time (LoS) to 
improve early dis-

charges)

Control 
hospital/pre-
intervention 

period

Patient flow 
management 
and discharge 

timing

32 months 
(from Jan 2017)

AUC=0.7-0.8
P>0.05

King et al. 
(2023) [23] NLP

Support (identifying 
key points in notes 
to improve patient 
handoff reporting)

Standard Hand-
off (SBAR)

Perioperative 
nursing handoff

Cross-sectional 
(interviews) N/A

Chen et al. 
(2024) [24]

Generative AI 
(LLM-ChatGPT)

Automation (genera-
tion of nursing note 
drafts (AI-Generated 

Content))

Manual docu-
mentation in 

EHR

General and ICU 
ward documen-

tation

3-month 
implementation 

phase
N/A

Dos Santos et 
al. (2024) [25]

Generative AI 
(ChatGPT-4)

Support (generation 
of coded oncology 
care plan sugges-
tions with SNTs)

Nurse-gener-
ated standard 

care plan

Oncology care 
plan documen-

tation

Cross-sectional 
(Testing on one 
single scenario)

N/A

Ozonoff et al. 
(2022) [26] NLP

Support (screening 
nursing notes for 

safety event detec-
tion (PIVIE events))

Traditional 
safety event 
surveillance 

system

Patient safety 
(adverse event 

detection)

2-year ret-
rospective 

analysis
CI: 12.1–14.1

Poon et al. 
(2025) [27]

Predictive & 
Generative AI 

(System Report)

Support & Automa-
tion (systematic 

adoption of AI tools 
at the organizational 

level)

N/A (survey 
study)

Health system 
AI strategy and 

operations

Cross-sectional 
(executive 

survey)
N/A

Duggan et al. 
(2025) [16]

Ambient AI 
(Ambient Scribe 
- Nuance DAX)

Automation (auto-
matic conversation 
summarization to 
create note drafts)

Standard man-
ual or dictated 
documentation

Outpatient 
documentation

3-month pre/
post interven-

tion
P<0.001

Danello et al. 
(2009) [36] CDS system

Support (dose and 
rate alerts, soft/hard 

limits drug library)

Prior-generation 
smart IV pumps

Patient safety 
(medication er-
ror prevention)

5-year ret-
rospective 

analysis
N/A

von Wedel et al. 
(2022) [28] HIT/EHR

Support (use of 
digital systems in 

documentation and 
processes)

Hospitals with 
lower digitiza-

tion levels

Perceived 
value of digital 
systems (HIT/

EHR)

Nationwide 
cross-sectional 

study
P=0.01

Cho et al. 
(2021) [29]

Predictive Ana-
lytics (ML)

Support (Clinical 
Decision Support 

System - CDS for fall 
risk)

Control units 
not receiving 

the CDS

Patient safety 
(fall prevention)

12-month study 
period P=0.039

Baxter et al. 
(2024) [30]

Generative AI 
(LLM)

Automation (gener-
ating draft responses 
to negative patient 

messages)

Hypothetical 
standard clinical 

responses

Patient-provider 
communication 
(EHR messages)

Cross-sectional 
(retrospec-

tive message 
analysis)

N/A

Cho et al. (2023 
A) [33] ML

Support (fall risk 
alert and targeted 

intervention recom-
mendations)

Baseline phase 
before CDS 

intervention

Patient safety 
(reduction of 
injurious falls)

5-month pre/
post interven-

tion
N/A

Balloch et al. 
(2024) [32]

Ambient AI 
(GPT-4)

Automation (auto-
matic summarization 

of audio to clinical 
note and letter)

Standard EHR 
documentation 
(Manual typing)

Outpatient 
consultation 

documentation

Cross-sectional 
(1-day simula-

tion)
P=0.03
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Authors (y) AI Tool Type Tool Function (Sup-
port/Automation)

Compara-
tor (Control 

Group)

Clinical Do-
main

Implementa-
tion

Reported OR, 
RR, P, CI, AUC

Cho et al. (2023 
B) [31]

Machine Learn-
ing (Bayesian 

Network)

Support (predicting 
fall risk and recom-

mending care plans)

Different EMRs 
(using SNTs for 

interoperability)

Patient safety 
(fall prevention)

4-year longitu-
dinal analysis N/A

Johnson et al. 
(2024) [37]

Generative AI 
(ChatGPT-4)

Support (generation 
of comprehensive 
perinatal nursing 
care plan sugges-

tions)

Nurse-gener-
ated standard 

care plan

Perinatal nurs-
ing care plan 

documentation

Cross-sectional 
(testing on one 
single scenario)

N/A

Yang et al. 
(2024) [35]

Natural Lan-
guage Process-
ing (NLP - BERT)

Automation (recom-
mending outpatient 
departments based 

on patient’s chief 
complaint)

Experienced 
Triage Nurses

Outpatient tri-
age and referral

7-day prospec-
tive observation P<0.001

Johnson et al. 
(2024) [34]

AI/Decision 
Support in Com-

mand Centre 
(CC)

Support (data aggre-
gation and display 
for improved situ-
ational awareness)

Control hospital 
(without Com-
mand Centre)

Hospital opera-
tions manage-

ment and 
patient flow

2.5-year Inter-
rupted Time 

Series Analysis
N/A

Abbreviations: AI: Artificial intelligence; AUC: Area under the curve; AUROC: Area under the receiver operating characteristic; 
BERT: Bidirectional encoder representations from transformers; CC: Command centre; CDS: Clinical decision support; CI: 
Confidence interval; EHR: Electronic health record; EMR: Electronic medical record; HIT: Health information technology; ICU: 
Intensive care unit; ITS: Interrupted time series; LLM: Large language model; LoS: Length of stay; ML: Machine learning; N/A: 
Not applicable; NLP: Natural language processing; OR: Odds ratio; PIVIE: Peripheral intravenous infiltration or extravasation; 
RR: Relative risk; SNT: Standardized nursing terminology; USA: United States of America; UK: United Kingdom.

3.3. Risk of Bias in the Included Studies 

The methodological quality of the included studies was assessed to determine the risk of bias. Of the 18 studies 

included in this systematic review, 16 were critically appraised using the appropriate Joanna Briggs Institute 

(JBI) Critical Appraisal Checklist [20] corresponding to their respective study designs. For the remaining two 

studies, a suitable JBI checklist could not be identified; consequently, their findings were reviewed with 

greater sensitivity and caution regarding their methodological limitations. 

A summary of the risk of bias assessment for these studies, categorized by design, is presented in Figure 2 for 

cross-sectional, Figure 3 for quasi-experimental, and Figure 4 for qualitative studies. 

A clear divergence in methodological rigor was observed across the different study designs. The two analytical 

cross-sectional studies (von Wedel et al., 2022; Poon et al., 2025) were both assessed as having a low risk of 

bias across all applicable domains, indicating a high degree of methodological quality. 

The four qualitative studies demonstrated a generally low-to-moderate risk of bias. While strengths were 

noted, some domains presented potential for bias, with an unclear risk noted in Q1 and a high risk in Q7 for  

Figure 2. Risk of bias for Cross-Sectional studies. 
Figure 2. Risk of bias for cross-sectional studies
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In summary, while the overall body of evidence provides valuable insights, the variable methodological 

quality, particularly within the quasi-experimental designs, underscores the need for careful consideration of 

Figure 3. Risk of bias for Quasi-Experimental studies. 

Figure 4. Risk of bias for Qualitative studies. 

Figure 3. Risk of bias for quasi-experimental studies

In summary, while the overall body of evidence provides valuable insights, the variable methodological 

quality, particularly within the quasi-experimental designs, underscores the need for careful consideration of 

Figure 3. Risk of bias for Quasi-Experimental studies. 

Figure 4. Risk of bias for Qualitative studies. 
Figure 4. Risk of bias for qualitative studies
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The four qualitative studies demonstrated a gener-
ally low-to-moderate risk of bias. While strengths were 
noted, some domains presented potential for bias, with 
an unclear risk noted in Question 1 (Q1) and a high risk 
in Q7 for several studies [23, 25, 30].

The ten quasi-experimental studies represented the 
most methodologically heterogeneous group and con-
tained the most significant potential for bias. High risks 
of bias were frequently identified in domains concern-
ing participant allocation and control of confounding 
variables (notably Q2, Q3, and Q4). Furthermore, an 
unclear risk was common across domains related to fol-
low-up and outcome measurement (Q6, Q7, and Q9). 
These limitations suggest that the evidence from this 
substantial portion of the included literature should be 
interpreted with considerable caution.

In summary, while the overall body of evidence pro-
vides valuable insights, the variable methodological 

quality, particularly within the quasi-experimental de-
signs, underscores the need for careful consideration of 
the potential for bias when interpreting the findings of 
this review.

Synthesis of findings

The findings from the 18 included studies were syn-
thesized into four main thematic areas: 1) impact on 
time management and efficiency, 2) impact on docu-
mentation quality, 3) impact on direct patient safety 
outcomes, and 4) the critical role of the human-in-the-
loop and emergent risks.

Impact on time management and efficiency

One of the most consistent findings across the includ-
ed literature was the potential for AI to significantly 
reduce the time spent on documentation and improve 
clinical efficiency. As synthesized in Table 3, studies 
utilizing generative AI or ambient scribe technology 
reported substantial time savings. For instance, Ju et al. 

Table 3. Impact of AI-based documentation tools on time management and clinical efficiency

Authors (y) Outcome Measure Change (%)/P Result(s) (Qualitative Findings and Clinician 
Feedback)

Ju et al. (2025) 
[21]

Documentation Time 
(seconds) -61/<0.001 AI reduces the cognitive and physical load of docu-

mentation; AI is not fully reliable.

Chen et al. (2024) 
[24]

Documentation Time 
(minutes) -66.7/N/A AI reduces documentation time and enhances docu-

mentation quality.

Duggan et al. 
(2025) [16]

Time Spent on Notes 
(minutes) -20.4/<0.001 AI Reduces mental burden.

Duggan et al. 
(2025) [16]

After-Hours Work Time 
(minutes/day) -30.0/0.02 Clinicians have more time for patient care and can 

reduce burnout.

Balloch et al. 
(2024) [32]

Total Consultation Time 
(minutes) -26.3/0.03 AI reduces perceived task load.

Yang et al. (2024) 
[35] Triage Time (seconds) -29.5/<0.001 AI triage is faster but less accurate than manual 

triage.

Levin et al. (2021) 
[22] Length of Stay (LoS) N/A/<0.002 The intervention improves patient flow and reduces 

hospital LoS in medicine and telemetry units.

Cho et al. (2021) 
[29] Mean LoS (days) -1.29 days/<0.001 The AI tool led to a 16% decrease in LoS.

Danello et al. 
(2009) [36] ROI over 5 years N/A/N/A CDS led to a positive ROI over 5 years.

Baxter et al. 
(2024) [30]

Length of LLM Response 
(words) N/A/N/A LLM responses were consistently longer.

Johnson et al. 
(2024) [37] Time for Documentation

Reduces cognitive load; 
easy to use and a helpful 

tool

AI can reduce cognitive load and is a helpful tool for 
documentation.

Johnson et al. 
(2024) [34] LoS / Patient Flow Not Significant (P>0.05) The CC site qualitatively facilitated operational man-

agement during a crisis.

Abbreviations: AI: Artificial intelligence; CC: Command centre; CDS: Clinical decision support; LoS: Length of stay; LLM: 
Large language model; N/A: Not applicable; ROI: Return on investment.
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Table 4. Impact of AI-based interventions on direct patient safety events

Authors 
(y)

Outcome Mea-
sure 

AI Findings 
(Results/Metrics)

Hallucinations/Human-in-
the-Loop Clinical Implications/Staff Feedback

Danello et 
al. (2009)

[36]

ADEs (medication 
events)

CDS system pre-
vented 471 adverse 

events.

Human-in-the-loop: The sys-
tem provided alerts for nurses 
and physicians to review and 

take action.

AVIDERS, a smart pump system, is a useful 
tool for preventing ADEs.

Ozonoff et 
al. (2022)

[26]

PIVIEs (safety 
events)

NLP model identi-
fied 44% of safety 

events.
N/A The AI system can identify previously 

missed safety events.

Cho et al. 
(2023 A)

[33]

Fall Rate (per 
1000 days)

The CDS decreased 
falls by 0.45 per 

1000 days.
N/A

CDS implementation significantly reduced 
injurious falls (P=0.02) but had no signifi-
cant effect on overall fall rate (P=0.18).

Cho et al. 
(2021) [29]

Fall Rate (per 
1000 days)

The AI model led to 
a 29.73% reduction 

in falls.
N/A The AI fall prediction tool led to a 29.73% 

reduction in falls.

Cho et al. 
(2023 B)

[31]

Semantic interop-
erability N/A N/A

The AI-powered CDS was successfully 
implemented across hospitals with high 
predictive accuracy (AUROC=0.81–0.96); 

although fall rates did not decrease signifi-
cantly (P=0.16), nursing intervention rates 

increased substantially.
Balloch et 
al. (2024) 

[32]

SAIL Score - Notes 
Quality

Documentation 
quality was im-

proved by 100%.

AI-generated text contained no 
hallucinations in the two cases 

evaluated.
Reduced perceived task load.

Ju et al. 
(2025) [21] 

Documentation 
time (seconds) (5 

notes)
N/A AI had a low hallucination rate 

() and a high error rate ().

AI reduces the cognitive and physical load 
of documentation, but it is not fully reli-

able and requires human validation.
Duggan et 
al. (2025) 

[16]

Note Length 
(characters) N/A

AI-generated notes had a 
20.6% rate of unvalidated 
(phone call) information.

Note Bloat: AI-generated notes were lon-
ger and had a higher rate of errors, which 

increased cognitive load for nurses.
Dos Santos 

et al. 
(2024) [25]

SNT accuracy 
(69%)

AI had an SNT accu-
racy of 69%. N/A AI is a promising tool for creating care 

plans.

Johnson et 
al. (2024) 

[37]

SNT Accuracy 
(66.7%)

AI had an SNT accu-
racy of 66.7%.

Human-in-the-loop: LLM plans 
need to be reviewed by nurses 

for accuracy.

AI reduces the cognitive burden of care 
plan generation.

Baxter et 
al. (2024) 

[30]

Lack of empathy/
escalation N/A The AI lacked empathy and 

could escalate situations.
AI lacks empathy and could escalate situ-

ations.

King et al. 
(2023) [23]

Situational 
Awareness N/A

AI can increase situational 
awareness but risks informa-
tion overload and cognitive 

burden.

AI could facilitate handoffs.

Chen et al. 
(2024) [24]

Documentation 
Quality/Time N/A The AI model had no hallucina-

tions.
AI reduces documentation time and 

improves quality.

Yang et al. 
(2024) [35] Triage accuracy Accuracy: 91.53%

The AI system made a mistake 
in 38% of cases, primarily 

related to the patient’s chief 
complaint.

The AI system is faster but less accurate 
than nurses.

Johnson et 
al. (2024) 

[34]

Data quality/pa-
tient safety N/A N/A A CC qualitatively facilitated operational 

management during a crisis.

von Wedel 
et al. 

(2022) [28]
EHR user value N/A N/A

Perceived value by the user is a stronger 
predictor of clinical outcomes than HIT 

adoption.

Poon et al. 
(2025) [27] Risk stratification

38% of risk 
stratification was 

automated.
N/A AI is not yet mature, and there are many 

barriers to adoption.

Abbreviations: ADE: Adverse drug event; AI: Artificial intelligence; AUROC: Area under the receiver operating characteristic; 
CC: Command centre; CDS: Clinical decision support; EHR: Electronic health record; HIT: Health information technology; 
LLM: Large language model; N/A: Not applicable; NLP: Natural language processing; PIVIE: Peripheral intravenous 
infiltration or Extravasation; SNT: Standardized nursing terminology; SAIL: Structure, assessment, integration, and logic 
(documentation quality metric).
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demonstrated an approximate 61% reduction in docu-
mentation time (from 467 to 183 seconds, P<0.001), 
while Chen et al. reduced this time from 15 to approxi-
mately 5 minutes per patient. Similarly, Duggan et al. 
observed a 20.4% decrease in time spent in notes and a 
30% reduction in after-hours work (P=0.02), and Bal-
loch et al. found that AI-assisted consultations were 
26.3% shorter (P=0.03) [16, 21, 24, 32].

These benefits extended beyond note-writing to sys-
tem-level efficiency. As shown in Table 3, predictive 
AI tools were associated with significant reductions in 
patient length of stay [22, 29] and expedited clinical 
processes, like outpatient triage [35]. However, this 
time-saving effect was not absolute. Qualitative find-
ings from several studies [16, 30] revealed that the time 
saved in initial content generation was often reallocated 
to the critical task of reviewing and editing the AI out-
put to ensure clinical accuracy and safety [16, 22, 29, 
30, 35].

Impact on documentation quality

A second major theme was the capacity of AI to en-
hance the quality and completeness of clinical docu-
mentation. Evidence for this is summarized in Table 
4. A simulation study by Balloch et al. provided com-
pelling quantitative data, with 100% of AI-generated 
clinical notes receiving a “good/very good” score on 
the validated SAIL instrument, compared to only 43% 
of manually written notes (P=0.004) [32].

Proof-of-concept studies, also detailed in Table 4, 
demonstrated this potential as well. AI-generated care 
plans were found to be not only comparable to those 
created by expert nurses, but in some cases, enhanced 
them by providing additional relevant interventions 
[25, 34]. This was supported by findings of increased 
overall note length and completeness [16]. However, 
this improvement in structural quality was coupled 
with concerns about content accuracy. Both Dos San-
tos et al. and Johnson et al. found that AI correctly used 
standard nursing terminologies in only about two-thirds 
of instances. Qualitative feedback from clinicians con-
sistently emphasized the need for significant editing to 
correct factual errors and refine clinical nuances [25, 
37].

Impact on direct patient safety events

The direct impact of AI on patient safety events, 
detailed in Table 4, was complex and context-depen-
dent. Decision support systems targeting specific risks 

showed clear benefits. The study by Danello et al. on 
smart IV pumps reported the prevention of at least 
471 adverse drug events over five years. Similarly, an 
NLP-based tool developed by Ozonoff et al. was able 
to identify 44% of safety events that were missed by the 
hospital’s existing reporting systems [26, 36].

Conversely, evidence regarding patient fall preven-
tion, a key nursing-sensitive indicator, was contra-
dictory. An early controlled study showed an im-
mediate 29.7% reduction in the overall fall rate after 
AI implementation [29], and a subsequent pragmatic 
trial reported a significant reduction in injurious falls 
(P=0.0171) even if the overall fall rate did not change 
[33]. However, a large, multi-center implementation 
study found no significant long-term change in fall 
rates [31]. Furthermore, a large study of an AI-powered 
hospital command center found no discernible impact 
on macro-level safety indicators, like mortality or read-
mission rates [34], suggesting that the effectiveness of 
AI is highly contingent on the clinical context and the 
specific safety outcome being measured.

The role of the human user and emerging risks

A critical theme that emerged from the synthesis is 
that AI in nursing documentation functions as a power-
ful tool, not an autonomous agent. This highlights both 
the irreplaceable role of the clinician and the new risks 
introduced by the technology itself. The study by Bax-
ter et al. [30] provided a cautionary illustration of these 
risks. When a generative AI was used to draft respons-
es to patient messages, it not only lacked empathy but 
dangerously suggested a patient file a formal complaint 
against their physician, revealing the potential to harm 
the therapeutic relationship and create medico-legal 
issues. As noted across multiple studies [24, 32], this 
risk of generating false or inappropriate content, often 
termed “hallucination,” underscores the non-negotiable 
need for human clinical judgment to review, edit, and 
validate all AI-generated outputs before they enter the 
official patient record.

Finally, the effectiveness of any AI tool was intrinsi-
cally linked to its integration into the clinical workflow 
and its acceptance by end-users. A large national study 
in Germany by von Wedel et al. concluded that positive 
clinical outcomes did not correlate with the mere adop-
tion of technology, but rather with its “user-perceived 
value.” This finding underscores the paramount im-
portance of user-centered design and ensuring that AI 
tools support, rather than disrupt, the complex cogni-
tive work of nurses [28].
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Discussion

This systematic review synthesized evidence from 18 
included studies on the impact of diverse AI technolo-
gies on nursing documentation, focusing on the dual 
outcomes of time management and patient safety. Our 
findings revealed a rapidly innovating field with prom-
ising initial results, yet one simultaneously marked by 
significant methodological heterogeneity and the emer-
gence of critical socio-technical challenges. The princi-
pal findings of this review can be organized into four 
core themes:

Efficiency and time management: A paradigm 
shift from creation to curation

AI interventions, particularly generative and ambi-
ent scribe technologies, consistently demonstrate the 
potential to alleviate the clinical administrative burden. 
Our synthesis quantitatively confirms that AI can sub-
stantially reduce time spent on documentation, with 
simulation studies reporting reductions exceeding 60% 
[21]. Furthermore, in real-world outpatient settings, 
time spent in notes decreased by 20.4%, and significant 
relief was found in “after-hours work time” (Pajama 
Time), which saw a reduction of 30.0% [16]. These 
findings strongly support the primary hypothesis that 
AI can liberate nursing time for direct patient interac-
tion and theoretically mitigate clinician burnout.

However, a crucial finding is that this time-saving is 
not absolute. The “raw output” generated by AI consis-
tently requires meticulous human review, editing, and 
clinical validation. Qualitative feedback indicates that 
time reallocated to editing inaccuracies, correcting fac-
tual errors, and adding clinical nuance can sometimes 
equate to or even outweigh the time initially saved in 
content generation [16]. This mandates a reframing of 
the net impact on time: AI drives a strategic shift in 
clinical workload from content creation to content cu-
ration.

Patient safety: Bifurcated impact and the emer-
gence of new risks

The impact of AI on patient safety is complex and 
multifactorial, lacking uniform positivity. Our analysis 
identified three distinct pathways of influence:

Direct safety improvement (hard outcomes): Certain 
AI tools designed to target specific, measurable risks 
demonstrated clear, quantifiable safety gains. This in-
cludes decision support systems (CDS), like smart IV 

pumps, which objectively averted ≥471 preventable 
adverse drug events (ADEs) over five years [36]. Simi-
larly, NLP successfully identified 35% of safety events,  
potentially identifiable and preventable inpatient safety 
events (PIVIEs) missed by conventional hospital re-
porting systems [26].

Indirect safety improvement via documentation qual-
ity: Studies involving generative AI often linked po-
tential safety improvements to enhancements in docu-
mentation quality. AI tools demonstrated an ability to 
generate notes that were more structured, comprehen-
sive [24], and adhered better to standardized nursing 
terminologies (SNTs), albeit imperfectly [25, 34]. The 
implicit mechanism is that better data quality supports 
clearer communication and safer care.

Emergence of novel safety risks: Critically, our review 
highlights that AI introduces new vectors for patient 
harm. The risk of AI “hallucinations” (factual inaccura-
cies) was noted even in controlled environments [21, 
32]. More concerningly, LLMs demonstrated potential 
for severe socio-technical harm, generating responses 
to patient messages that lacked empathy and carried the 
risk of escalation, even suggesting filing formal com-
plaints [30]. This complexity strongly reinforces the 
non-negotiable need for robust “human-in-the-loop” 
protocols to manage the intersection of AI capabilities 
and clinical responsibility.

Methodological landscape: The critical need for 
rigor

The evidence base supporting AI in nursing docu-
mentation remains nascent. The included studies were 
predominantly limited to quasi-experimental pre-post 
designs or simulation/qualitative approaches. While 
valuable for initial evaluation and hypothesis genera-
tion [23], this heterogeneity prevented a quantitative 
meta-analysis on efficiency outcomes and limits the 
ability to draw firm causal conclusions.

A key limitation is the inconsistency in findings re-
garding the strongest clinical outcome, fall prevention. 
While some studies reported immediate success [29]. 
Cho et al. reported a 29.7% immediate fall reduction, 
a larger longitudinal implementation failed to detect a 
sustained, significant decrease in the overall fall rate 
[31]. This lack of definitive evidence underscores a 
critical need for more methodologically rigorous de-
signs, particularly well-executed controlled interrupted 
time series (CITS) and RCTs, to confidently attribute 
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observed gains to the intervention rather than con-
founding factors.

Implementation success: The socio-technical im-
perative

Our findings suggest that the successful integration of 
AI is not purely a technical exercise but a socio-tech-
nical challenge. The national analysis by von Wedel et 
al. was particularly insightful, concluding that clinical 
benefits were correlated not merely with technology 
adoption, but strongly with the “user-perceived value” 
of the installed systems (β=−0.138) [28].

This reinforces the importance of human factors. 
Qualitative data highlighted that poor system design can 
lead to alarm fatigue [23] or create a negative organi-
zational culture where front-line staff feel “monitored” 
[34]. Therefore, effective AI integration must prioritize 
user-centered design and maintain the centrality of hu-
man clinical judgment and professional autonomy. The 
transition of the nurse’s role from content creator to 
critical curator demands comprehensive training and 
a governance framework that empowers clinicians to 
support, not override, AI-generated recommendations.

Conclusion

The collective evidence demonstrates that AI-based 
documentation tools markedly improve time efficiency 
and workflow optimization across multiple clinical 
contexts. Most studies reported substantial reductions 
in documentation time, ranging from 20 % to over 
60 %, as well as meaningful decreases in after-hours 
work and clinician cognitive burden. These time sav-
ings translate into improved patient flow, shorter length 
of stay, and enhanced opportunities for direct patient 
interaction. However, qualitative findings consistently 
emphasize that while AI systems significantly reduce 
the physical and mental load of documentation, they 
are not yet fully reliable for unsupervised clinical use. 
Therefore, the optimal integration of such systems re-
quires human oversight and post-AI editing to ensure 
clinical accuracy, contextual relevance, and patient 
safety. In summary, AI holds clear potential to trans-
form documentation efficiency and mitigate burnout, 
but sustained clinician engagement and rigorous vali-
dation are essential to achieve trustworthy, safe, and 
equitable implementation in healthcare settings.

Limitations

This systematic review is subject to several method-
ological and practical limitations that should be con-
sidered when interpreting the findings. First, the pri-
mary constraint was the methodological immaturity 
and inherent heterogeneity across the included studies. 
The predominance of quasi-experimental (pre-post) de-
signs, single-center trials, and simulation-based stud-
ies limits the ability to draw firm causal conclusions 
regarding the net impact of AI on patient care. Specifi-
cally, the high variability in AI technologies, patient 
populations, and inconsistent reporting of quantitative 
outcomes precluded a formal statistical meta-analysis 
of time-related endpoints.

Second, the generalizability (external validity) of the 
findings is constrained. Many of the studies evaluat-
ing efficiency gains were conducted at a single site or 
focused on niche populations, often relying on insti-
tution-specific EHR configurations. Furthermore, the 
reliance on simulation and proof-of-concept designs 
means that the full spectrum of operational and socio-
technical challenges encountered in real-world clinical 
deployment may be underestimated.

Third, the review’s scope was limited to formally pub-
lished literature, meaning that relevant “grey literature” 
(e.g. technical reports, internal health system evalua-
tions, or conference proceedings) that might contain 
valuable early evidence or operational insights could 
have been inadvertently missed.

Finally, the rapid pace of AI development, particularly 
within generative and ambient technologies, means that 
the evidence base is constantly and quickly evolving. 
The findings represent a snapshot in time and should be 
continuously evaluated against emerging technological 
capabilities and new implementation data.

Challenges and future works

Despite the accelerating integration of AI into nursing 
documentation, several challenges remain unresolved. 
Data heterogeneity, limited interoperability across 
EHR systems, and inconsistent use of SNTs continue to 
constrain model performance and generalizability. Fu-
ture research should prioritize the development of uni-
fied data frameworks and advanced natural language 
processing pipelines capable of handling multilingual 
and context-dependent nursing language. Another criti-
cal challenge is ensuring clinical validity and trustwor-
thiness: AI-generated documentation must be continu-
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ously validated through rigorous human-in-the-loop 
evaluation and transparent auditing to prevent misin-
formation and safeguard patient safety. The ethical and 
legal dimensions of AI use, particularly data privacy, 
algorithmic bias, and accountability, demand clear 
governance policies and interdisciplinary oversight. Fi-
nally, large, multi-center pragmatic trials are needed to 
evaluate the long-term impact of AI-assisted documen-
tation on efficiency, patient outcomes, and clinician 
well-being, with special emphasis on user-centered 
design and real-world implementation science. Only 
through addressing these challenges can AI tools move 
from promising prototypes to reliable clinical compan-
ions in nursing practice.
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Appendix

Table 1. PRISMA 2020 checklist

Section and Topic Item Checklist item Location Where 
Item is Reported 

Title 

Title 1 Identify the report as a systematic review. Page 1 

Abstract

Abstract 2 See the PRISMA 2020 for Abstracts checklist. Page 1

Introduction

Rationale 3 Describe the rationale for the review in the context of existing knowledge. Page 2

Objectives 4 Provide an explicit statement of the objective(s) or question(s) the review ad-
dresses. Page 2

Methods 

Eligibility criteria 5 Specify the inclusion and exclusion criteria for the review and how studies were 
grouped for the syntheses. Page 3

Information sources 6
Specify all databases, registers, websites, organisations, reference lists and other 

sources searched or consulted to identify studies. Specify the date when each 
source was last searched or consulted.

Page 3

Search strategy 7 Present the full search strategies for all databases, registers and websites, 
including any filters and limits used. Page 3

Selection process 8

Specify the methods used to decide whether a study met the inclusion criteria 
of the review, including how many reviewers screened each record and each 

report retrieved, whether they worked independently, and if applicable, details 
of automation tools used in the process.

Page 3

Data collection 
process 9

Specify the methods used to collect data from reports, including how many 
reviewers collected data from each report, whether they worked independently, 

any processes for obtaining or confirming data from study investigators, and if 
applicable, details of automation tools used in the process.

Page 3

Data items 

10a

List and define all outcomes for which data were sought. Specify whether all 
results that were compatible with each outcome domain in each study were 
sought (e.g. for all measures, time points, analyses), and if not, the methods 

used to decide which results to collect.

Page 3

10b
List and define all other variables for which data were sought (e.g. participant 
and intervention characteristics, funding sources). Describe any assumptions 

made about any missing or unclear information.
Page 3

Study risk of bias 
assessment 11

Specify the methods used to assess risk of bias in the included studies, includ-
ing details of the tool(s) used, how many reviewers assessed each study and 
whether they worked independently, and if applicable, details of automation 

tools used in the process.

Page 3

Effect measures 12 Specify for each outcome the effect measure(s) (e.g. risk ratio, mean difference) 
used in the synthesis or presentation of results. Page 3

Synthesis methods

13a
Describe the processes used to decide which studies were eligible for each 

synthesis (e.g. tabulating the study intervention characteristics and comparing 
against the planned groups for each synthesis (item #5)).

Page 3

13b Describe any methods required to prepare the data for presentation or synthe-
sis, such as handling of missing summary statistics, or data conversions. Page 3

13c Describe any methods used to tabulate or visually display results of individual 
studies and syntheses. Page 3

13d

Describe any methods used to synthesize results and provide a rationale for the 
choice(s). If meta-analysis was performed, describe the model(s), method(s) 
to identify the presence and extent of statistical heterogeneity, and software 

package(s) used.

Page 3

13e Describe any methods used to explore possible causes of heterogeneity among 
study results (e.g. subgroup analysis, meta-regression). Page 3

13f Describe any sensitivity analyses conducted to assess robustness of the synthe-
sized results. Page 3
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Section and Topic Item Checklist item Location Where 
Item is Reported 

Reporting bias 
assessment 14 Describe any methods used to assess risk of bias due to missing results in a 

synthesis (arising from reporting biases). Page 3

Certainty 
assessment 15 Describe any methods used to assess certainty (or confidence) in the body of 

evidence for an outcome. N/A

Results 

Study selection 
16a

Describe the results of the search and selection process, from the number of 
records identified in the search to the number of studies included in the review, 

ideally using a flow diagram.
Page 4

16b Cite studies that might appear to meet the inclusion criteria, but which were 
excluded, and explain why they were excluded. Page 4

Study 
characteristics 17 Cite each included study and present its characteristics. Page 4

Risk of bias in 
studies 18 Present assessments of risk of bias for each included study. Page 8

Results of individual 
studies 19

For all outcomes, present, for each study: (a) summary statistics for each group 
(where appropriate) and (b) an effect estimate and its precision (e.g. confi-

dence/credible interval), ideally using structured tables or plots.
Page 5-7

Results of syntheses

20a For each synthesis, briefly summarise the characteristics and risk of bias among 
contributing studies. Page 8

20b

Present results of all statistical syntheses conducted. If meta-analysis was done, 
present for each the summary estimate and its precision (e.g. confidence/cred-

ible interval) and measures of statistical heterogeneity. If comparing groups, 
describe the direction of the effect.

Page 9

20c Present results of all investigations of possible causes of heterogeneity among 
study results. Page 9

20d Present results of all sensitivity analyses conducted to assess the robustness of 
the synthesized results. Page 9

Reporting biases 21 Present assessments of risk of bias due to missing results (arising from reporting 
biases) for each synthesis assessed. Page 9

Certainty of 
evidence 22 Present assessments of certainty (or confidence) in the body of evidence for 

each outcome assessed. N/A

Discussion 

Discussion 

23a Provide a general interpretation of the results in the context of other evidence. Page 12

23b Discuss any limitations of the evidence included in the review. Page 12

23c Discuss any limitations of the review processes used. Page 12

23d Discuss implications of the results for practice, policy, and future research. Page 12

Other Information

Registration and 
protocol

24a Provide registration information for the review, including register name and 
registration number, or state that the review was not registered. Page 3

24b Indicate where the review protocol can be accessed, or state that a protocol was 
not prepared. N/A

24c Describe and explain any amendments to information provided at registration 
or in the protocol. N/A

Support 25 Describe sources of financial or non-financial support for the review, and the 
role of the funders or sponsors in the review. N/A

Competing interests 26 Declare any competing interests of review authors. N/A

Availability of data, 
code and other 

materials
27

Report which of the following are publicly available and where they can be 
found: template data collection forms; data extracted from included studies; 

data used for all analyses; analytic code; any other materials used in the review.
N/A
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